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#### Abstract

In this paper, continued fraction expansion for the Bessel funcions ratio $J_{n}(x) / J_{n-1}(x)$ was developed. An efficient and simple computational algorithm based on this expansion was also developed using top-down evaluation procedure.Numerical results of the algorithm are in full agreement at least to fifteen digits accuracy with that of the standared tables.
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## INTRODUCTION

Bessel functions of the first kind of order $n$ is defiend as [e.g. Refaat El Attar 2007] :

$$
\begin{equation*}
J_{\mathbf{n}}(z)=\bar{\sum}_{j=0}(-1)^{j} \frac{\left(\frac{1}{2} z\right)^{n+2 j}}{j!(n+j)!} \tag{1}
\end{equation*}
$$

$J_{n}(z)$ has a branch cut discontinuity in the complex $z$ plane running from $-\infty$ to 0 .

The Bessel functions are central to many calculations in mathematical physics,for example they arises when finding separable solutions to Laplace's equation and the Helmholtz equation in cylindrical or spherical coordinates. Therefore, Bessel functions especially important for many problems of wave propagation, static potentials, and so on.Also ,in space dynamics, Bessel functions are extremly important in the expansion theory of elliptic motion [Battin 1999].

There are several methods available for the evaluation of Bessell functions [Watson 1995].In fact ,continued fraction expansions are, generally ,far more efficient tools for evaluating the classical functions than the more familiar infinite power series.

Their convergence is typically faster and more extensive than the series.

Due to the above importance of Bessel functions, and on the other hand ,due to the efficiency of the continued fraction for evaluating functions are what motivated the present work: to establish computational algorithm for $\mathrm{J}_{\mathrm{n}}(\mathrm{x}) / \mathrm{J}_{\mathrm{n}-1}(\mathrm{x})$ based on its continued fraction expansion.

Continued fraction of $J_{n}(x) / J_{n-1}(x)$
The confluent hypergometric functions $\mathrm{M}(\beta, \gamma ; z)$ are defined [Abramowitz and Stegun 1970] as

$$
\mathrm{M}(\beta, \gamma, z)=\sum_{\mathrm{k}=0}^{-} \frac{(\beta)_{\mathrm{k}}}{(\gamma)_{\mathrm{k}}} \frac{z^{\mathrm{k}}}{\mathrm{k!}}
$$

where

$$
(\eta)_{j}=\eta(\eta+1)(\eta+2) \ldots(\eta+j-1) \quad ; \quad(\eta)_{0}=1
$$

From Equation(1) it follows that

$$
\begin{equation*}
J_{n}(x)=\frac{(x / 2)^{n}}{n!} \sum_{j \sim 1}(-1) \frac{(x / 2)^{2}}{j!(n+j)!}=\frac{(x / 2)^{n}}{n!} N\left(n+1 ;-\frac{z^{2}}{4}\right) . \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
N(\gamma ; z)=\lim _{\beta \rightarrow \infty} M(\beta, \gamma ; z / \beta) \tag{3}
\end{equation*}
$$

consequently

$$
\begin{equation*}
\frac{J_{n}(x)}{J_{n-1}(x)}=\left(\frac{x / 2}{n}\right) \frac{N\left(n+1 ;-\frac{z^{2}}{4}\right)}{N\left(n ;-\frac{z^{2}}{4}\right)} \tag{5}
\end{equation*}
$$

It was shown that [Sharaf 2006]

$$
\begin{gather*}
\mathrm{M}_{2 n+1}-\mathrm{M}_{2 n}=\delta_{2 n+1} z \mathrm{M}_{2 n+2}  \tag{6}\\
\mathrm{M}_{2 n}-\mathrm{M}_{2 n-1}=\delta_{2 n} z \mathrm{M}_{2 n+1} \tag{7}
\end{gather*}
$$

where

$$
\begin{gather*}
\delta_{2 n+1}=\frac{\gamma-\beta+n}{(\gamma+2 n)(\gamma+2 n+1)},  \tag{8}\\
\delta_{2 n}=-\frac{\beta+n}{(\gamma+2 \mathrm{n})(\gamma+2 \mathrm{n}+1)}  \tag{9}\\
\mathrm{M}_{2 n}=\mathrm{M}(\beta+\mathrm{n}, \gamma+2 \mathrm{n} ; z),  \tag{10}\\
\mathrm{M}_{2 n+1}=\mathrm{M}(\beta+\mathrm{n}+1, \gamma+2 \mathrm{n}+1 ; z) \tag{11}
\end{gather*}
$$

and


Now applying the limiting process of Equation(3) we get :

$$
\begin{equation*}
\frac{\mathrm{N}(\gamma+1 ; z)}{\mathrm{N}(\gamma ; z)}=\frac{1}{1-\frac{\eta_{1} z}{1-\frac{\eta_{2} z}{1-\frac{\eta_{3} z}{\ddots}}}} \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{2 n+1}=\frac{-1}{(\gamma+2 n)(\gamma+2 n+1)} \tag{14}
\end{equation*}
$$

$$
\begin{equation*}
\eta_{2 n}=\frac{-1}{(\gamma+2 n)(\gamma+2 n-1)} \tag{15}
\end{equation*}
$$

Finally ,it follows from Equations (5) and (13) ,that

$$
\begin{equation*}
\frac{J_{\mathbf{n}}(x)}{J_{\mathbf{L}-1}(x)}=\frac{(x / 2)}{n-\frac{(x / 2)^{2}}{n+1-\frac{(x / 2)^{2}}{n+2-\frac{(x / 2)^{2}}{\ddots}}}} \tag{16}
\end{equation*}
$$

## Computational developments

## Top-down continued fraction evaluation

There are several methods available for the evaluation of continued fraction. Traditionally, the fraction is either computed from the bottom up, or the numerator and denominator of the nth convergent were accumulated separately with threeterm recurrence formulae. The draw-back to the first method is, to decide far down the fraction to being in order to ensure convergence. The drawback to the second method is that the numerator and denominator rapidly overflow numerically even though their ratio tends to a well defined limit. Thus, it is clear that an algorithm which works from top down while avoiding numerical difficulties would be ideal from a programming standpoint.

Gautschi [1967] proposed a very concise algorithm to evaluate continued fraction from the top down and was applied very successfully for the initial value problem[Sharaf and Sharaf 2003]. Gautschi 's algorithm may be summarized as follows. If the continued fraction is written as

$$
c=\frac{\mathrm{n}_{1}}{\mathrm{~d}_{1}+\frac{\mathrm{n}_{2}}{\mathrm{~d}_{2}+\frac{\mathrm{n}_{3}}{\mathrm{~d}_{3}+\ddots}}} \equiv \frac{\mathrm{n}_{1}}{\mathrm{~d}_{1}+} \frac{\mathrm{n}_{2}}{\mathrm{~d}_{2}+} \frac{\mathrm{n}_{3}}{\mathrm{~d}_{3}+} \ldots
$$

then initialize the following parameters

Table 1: Values of Jn (x)/Jn-1 (x) using continued fraction

| $\mathbf{x}$ | $J_{n} / J_{n-1}$ | $\mathbf{x}$ | $J_{n} / J_{n-1}$ | $\mathbf{x}$ | $J_{n} / J_{n-1}$ | $x$ | $J_{n} / J_{n-1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.5 | 0.083771 | 1. | 0170259 | 1.5 | 0.262676 | 2. | 0.36545 |
| 0.55 | 0.0922502 | 1.05 | 0.179173 | 1.55 | 0.272399 | 2.05 | 0.376533 |
| 0.6 | 0.100759 | 1.1 | 0.18815 | 1.6 | 0.282228 | 2.1 | 0.387794 |
| 0.65 | 0.109301 | 1.15 | 0.197192 | 1.62 | 0.29217 | 2.15 | 0.399243 |
| 0.7 | 0.117877 | 1.2 | 0.206304 | 1.7 | 0.30223 | 2.2 | 0.41089 |
| 0.75 | 0.126493 | 1.25 | 0.21549 | 1.75 | 0.312415 | 2.25 | 0.422745 |
| 0.8 | 0.13515 | 1.3 | 0.224753 | 1.8 | 0.322731 | 2.3 | 0434821 |
| 0.85 | 0.152602 | 1.35 | 0.234099 | 1.85 | 0.333185 | 2.35 | 0.44713 |
| 0.9 | 0.152 .602 | 1.4 | 0.243532 | 1.9 | 0.343785 | 2.4 | 0.459684 |
| 0.95 | 0.161403 | 1.45 | 0.253056 | 1.95 | 0.354537 | 2.45 | 0.472498 |
|  |  |  |  |  |  |  |  |
| 2.5 | 0.485587 | 3. | 0635812 | 3.5 | 0843318 | 4. | 1.18137 |
| 2.55 | 0.498966 | 3.05 | 0.653318 | 3.55 | 0.869252 | 4.05 | 122914 |
| 2.6 | 0.512653 | 3.1 | 0.671407 | 3.6 | 0.785488 | 4.1 | 1.28089 |
| 2.65 | 0.526667 | 3.15 | 0.690121 | 3.65 | 0.925154 | 4.15 | 1.33722 |
| 2.7 | 0.541027 | 3.2 | 0.709507 | 3.7 | 0.955398 | 4.2 | 1.39886 |
| 2.75 | 0.555755 | 3.25 | 0.729619 | 3.75 | 0.987385 | 4.25 | 1.4667 |
| 2.8 | 0.270875 | 3.3 | 0.750513 | 38 | 1.02131 | 4.3 | 1.54184 |
| 2.85 | 0.586412 | 3.35 | 0.772254 | 3.85 | 1.05739 | 4.35 | 1.62566 |
| 2.9 | 0.602393 | 3.4 | 0.794914 | 3.9 | 1.09588 | 4.4 | 1.71991 |
| 2.95 | 0.618849 | 3.45 | 0.818572 | 3.95 | 1.13709 | 4.4 | 1.82688 |
|  |  |  |  |  |  |  |  |



Table 1. Continuted

| x | $J_{n} / J_{n-1}$ | x | $J_{n} / J_{n-1}$ | x | $J_{n} / J_{n-1}$ | x | $J_{n} / J_{n-1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.5 | 0.0556964 | 1. | 0.112253 | 1.5 | 0.170607 | 2. | 0.231866 |
| 0.55 | 0.0612988 | 1.05 | 0.117991 | 1.55 | 0.176582 | 2.05 | 0.238203 |
| 0.6 | 0.0669106 | 1.1 | 0.123748 | 1.6 | 0.182586 | 2.1 | 0.244584 |
| 0.65 | 0.0725327 | 1.15 | 0.129524 | 1.65 | 0.188623 | 2.15 | 0.251011 |
| 0.7 | 0.078166 | 1.2 | 0.135322 | 1.7 | 0.194691 | 2.2 | 0.257485 |
| 0.75 | 0.0838114 | 1.25 | 0.141141 | 1.75 | 0.200794 | 2.25 | 0.26401 |
| 0.8 | 0.0894699 | 1.3 | 0.146984 | 1.8 | 0.206932 | 2.3 | 0.270586 |
| 0.85 | 0.0951423 | 1.35 | 0.152851 | 1.85 | 0.213107 | 2.35 | 0.277215 |
| 0.9 | 0.10083 | 1.4 | 0.158742 | 1.9 | 0.21932 | 2.4 | 0.2839 |
| 0.95 | 0.106533 | 1.45 | 0.164661 | 1.95 | 0.225572 | 2.45 | 0.290643 |
| 2.5 | 0.297445 | 3. | 0.369281 | 3.5 | 0.450225 | 4. | 0.544804 |
| 2.55 | 0.304308 | 3.05 | 0.376907 | 3.55 | 0.458974 | 4.05 | 0.555271 |
| 2.6 | 0.311236 | 3.1 | 0.384627 | 3.6 | 0.467862 | 4.1 | 0.565957 |
| 2.65 | 0.318231 | 3.15 | 0.392443 | 3.65 | 0.476896 | 4.15 | 0.576875 |
| 2.7 | 0.325295 | 3.2 | 0.400361 | 3.7 | 0.486082 | 4.2 | 0.588035 |
| 2.75 | 0.33243 | 3.25 | 0.408383 | 3.75 | 0.485427 | 4.25 | 0.599451 |
| 2.8 | 0.33964 | 3.3 | 0.416515 | 3.8 | 0.504938 | 4.3 | 0.611136 |
| 2.85 | 0.346927 | 3.35 | 0.42476 | 3.85 | 0.514623 | 4.35 | 0.623105 |
| 2.9 | 0.354294 | 3.4 | 0.433124 | 3.9 | 0.52449 | 4.4 | 0.635374 |
| 2.9 | 0.351744 | 3.45 | 0.44161 | 3.95 | 0.534547 | 4.45 | 0.677958 |

## 



Table 1. Continuted

| $\mathbf{x}$ | $\boldsymbol{J}_{n} I \boldsymbol{J}_{n-1}$ | $\mathbf{x}$ | $\boldsymbol{J}_{n} I \boldsymbol{J}_{n-1}$ | $\mathbf{x}$ | $\boldsymbol{J}_{n} I \boldsymbol{J}_{n-1}$ | $\mathbf{x}$ | $\boldsymbol{J}_{\mathbf{n}} I \boldsymbol{J}_{n-1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.5 | 0.00735333 | 1. | 0.014709 | 1.5 | 0.0220693 | 2. | 0.0294365 |
| 0.55 | 0.00808875 | 1.05 | 0.0154448 | 1.55 | 0.0228056 | 2.05 | 0.0301737 |
| 0.6 | 0.0088242 | 1.1 | 0.0161806 | 1.6 | 0.0235421 | 2.1 | 0.030911 |
| 0.65 | 0.00955967 | 1.15 | 0.0169165 | 1.65 | 0.0242756 | 2.15 | 0.0316484 |
| 0.7 | 0.0102952 | 1.2 | 0.0176524 | 1.7 | 0.0250152 | 2.2 | 0.0323859 |
| 0.75 | 0.0110307 | 1.25 | 0.0183884 | 1.75 | 0.0257519 | 2.25 | 0.0331235 |
| 0.8 | 0.0117663 | 1.3 | 0.0191244 | 1.8 | 0.0264886 | 2.3 | 0.0338612 |
| 0.85 | 0.0125019 | 1.35 | 0.0198605 | 1.85 | 0.0272255 | 2.35 | 0.034599 |
| 0.9 | 0.0132375 | 1.4 | 0.0205967 | 1.9 | 0.0279624 | 2.4 | 0.0353369 |
| 0.95 | 0.0139732 | 1.45 | 0.021333 | 1.95 | 0.0286994 | 2.45 | 0.036075 |
|  |  |  |  |  |  |  |  |
| 2.5 | 0.0368131 | 3. | 0.0442014 | 3.5 | 0.0516037 | 4. | 0.0590226 |
| 2.55 | 0.0375514 | 3.05 | 0.0449409 | 3.55 | 0.0523448 | 4.05 | 0.0597654 |
| 2.6 | 0.0382897 | 3.1 | 0.0456806 | 3.6 | 0.0530861 | 4.1 | 0.0605085 |
| 2.65 | 0.0390282 | 3.15 | 0.0464205 | 3.65 | 0.0538275 | 4.15 | 0.0612518 |
| 2.7 | 0.0397669 | 3.2 | 0.0471605 | 3.7 | 0.0545691 | 4.2 | 0.0619953 |
| 2.75 | 0.0405056 | 3.25 | 0.0479006 | 3.75 | 0.0553109 | 4.25 | 0.0627389 |
| 2.8 | 0.0412445 | 3.3 | 0.0486409 | 3.8 | 0.0560529 | 4.3 | 0.0634828 |
| 2.85 | 0.0419835 | 3.35 | 0.0493814 | 3.85 | 0.056795 | 4.35 | 0.0642269 |
| 2.9 | 0.0427227 | 3.4 | 0.050122 | 3.9 | 0.0575374 | 4.4 | 0.0649712 |
| 2.95 | 0.043462 | 3.45 | 0.0508628 | 3.95 | 0.0582799 | 4.45 | 0.0657156 |




$$
\begin{aligned}
& \mathrm{a}_{1}=1 \\
& \mathrm{~b}_{1}=\mathrm{n}_{1} / \mathrm{c}_{1} \\
& \mathrm{c}_{1}=\mathrm{n}_{1} / \mathrm{d}_{1}
\end{aligned}
$$

and iterate ( $k=1,2, \ldots$ ) according to

$$
\begin{gathered}
a_{k+1}=\frac{1}{1+\left[\frac{n_{k+1}}{d_{k} d_{k+1}}\right] a_{k}} \\
b_{k+1}=\left[a_{k+1}-1\right] b_{k} \\
c_{k+1}=c_{k}+b_{k+1}
\end{gathered}
$$

In the limit, the c sequence converges to the value of the continued fraction

## Numerical results

Top-down continued fraction algorithm was applied for the function $J_{n}(x) / J_{n-1}(x)$ [Equation(16)] to construct Table I of Appendix A for some real poisitive values. of $n$. Within fiffteen digits accurcy,our results agree completey with those given in[Abramowitz, M.and Stegun 1970]

## CONCLUSION

In conculding the present paper. An efficient and simple computational algorithm for the
functin $J_{n}(x) / J_{n-1}(x)$ was establised using continued fraction expansion. Numerical results of the algorithm are in full agreement at least to fifteen digits accuracy with that of the standared tables.

In addition ,there are many applications of our alogrothm, of these are, if the value of $J_{s}(x)$ is known, then $\mathrm{J}_{1}(\mathrm{x})$ is computed from the above algorthim, these two values of $\mathrm{J}_{0}(\mathrm{x})$ and can be used to compute, using the known recuurence formula:

$$
\mathrm{J}_{\mathrm{n}+1}(\mathrm{x})=\frac{2 \mathrm{n}}{\mathrm{x}} \mathrm{~J}_{\mathrm{n}}(\mathrm{x})-\mathrm{J}_{\mathrm{r}-1}(\mathrm{x})
$$

moreover ,for vegative values of $n$ and $x$ we can use:

$$
J_{-n}(x)=(-1)^{n} J_{n}(x)
$$

$\left.\mathrm{I}_{\mathrm{H}}(\mathrm{x})\right) \forall \mathrm{n} \geq 1 \quad \mathrm{~J}_{-\mathrm{n}}(-\mathrm{x})=\mathrm{J}_{\mathrm{n}}(\mathrm{x})$.
Finally, the corresponing analysis for the modified Bessell function can be obtained using the identity

$$
J_{n}(i x)=i^{n} I_{n}(x) \text { where } i=\sqrt{-1}
$$
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